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Abstract

This paper describes a system which allows the exploration
of a detailed geometric 3D model of the cardiovascular
tree in a scalable virtual environment in real time. Posi-
tioning a virtual camera inside the vascular structure for a
virtual fly-through can provide a better understanding of
the global structure. Vascular bifurcations of high curva-
ture with acute angles and narrow pathways can be eas-
ily detected. Especially in a 3D environment, steering and
navigation using traditional devices, such as keyboard and
mouse, is not always intuitive. This article addresses this
need and describes a novel approach to guided, interactive
navigation utilizing a multi-functional gamepad for con-
trolling camera and viewpoint.
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1 Introduction

Virtual biomedical models can help better understand how
diseases affect the function of parts and organs of the hu-
man body. By thoroughly exploring such a model, scien-
tists and surgeons are able to analyze the effects of differ-
ent treatment options, and ultimately find more appropriate
ways to prevent diseases. Specifically a virtual model of
the vascular system of the heart can aid in finding out more
about the way the heart functions, and might give insights
in what causes conditions such as coronary heart disease
(CHD), which still is the number one killer in the United
States.

Therefore, this paper describes a system which allows sci-
entists and surgeons to explore a detailed virtual model of
a geometric 3D representation of the cardiovascular tree.
Users can position a virtual camera inside the vascular
structure for a virtual fly-through to detect and analyze vas-
cular bifurcations of high curvature with acute angles and
narrow pathways. To ensure intuitive and interactive explo-
ration of the vasculature in real time, various navigational
aspects are discussed in this paper and a system for detailed

inspections of the internal view of the vascular tree on tra-
ditional desktop environments with a multiple-degree-of-
freedom input device is introduced.

2 Related Works

A number of approaches have focused on 3D tree visual-
izations from an external viewpoint, investigating tubular
internal organs, such as vessels, esophagi, or colons. The
datasets mainly differ in size and resolution. While for
some applications 3D tree visualizations from an exterior
point of view are sufficient, endoscopic views of the inside
are helpful, especially for radiotherapy planning or train-
ing, surgery planning, rehearsal, and delivery of computer-
assisted surgery.

In general, a camera model describes point of view, ori-
entation, aperture angle, and direction and ratio of mo-
tion. A general system for camera movement based on the
specification of position and orientation of the camera is
presented in [1], while Gleicher et al. [2] choose an ap-
proach where through-the-lens control by solving for the
time derivatives of the camera parameters is applied. The
concept of walkthroughs in simulated virtual worlds using
a flying metaphor has first been explored by Brooks [3].
Other commonly applied metaphors for navigation in vir-
tual environments (VEs) such as ”eyeball in hand”, ”scene
in hand” and ”flying vehicle control” were introduced by
Ware and Osborne [4].

For camera and viewpoint navigation in virtual endoscopy
systems, various aspects have to be considered. While free
manual navigation in 3D generates the problem of poten-
tial disorientation, proceeding automatically on a planned
path is often too constraining. Planned navigation with
automatic path planning by specifying camera parameters
at key points has been explored for example by Nain et
al. [5]. A mix between manual and planned navigation
is called guided navigation. While Galyean [6] applies a
river analogy for guided navigation in VEs, Hong et al.
[7] among others utilize guided navigation paradigms with
a combination of distance fields and kinematic rules for
collision avoidance. Lorensen et al. [8] describe the use
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of a virtual endoscope for several types of data. Inter-
nal views of the data are explored by generating camera
paths with key framing and robot path planning algorithms.
Kaufman et al. [9] enhance their endoscopy system (volu-
metric environment) with automatic fly-through capability
based on flight-path planning with the possibility of an in-
teractive walk-through. Application areas for virtual en-
doscopy[10] are, for example, virtual colonoscopy [11],
virtual angioscopy [12], and vessel visualization and ex-
ploration of the vasculature of the human liver [13].

The goal of the method described in this article is to provide
scientists, physicians and radiologists with tools for explo-
ration and exact measurements. In addition, statistically
generated data is to be verified and appropriate tools for
validation and measuring of the vascular system are pro-
vided. The ViVa project [14] presents visualization solu-
tions for virtual angioscopy and provides simple tools for
measuring single distances inside the vessels.

Sobel et al. [15] present a visionary system featuring
novel visualizations and views of bifurcations. In addi-
tion, the blood flow is depicted by particles visualized as
glyphs. Since the visualization aspect concentrates on non-
photorealistic visualization techniques, no textures are used
and no complex surface details are visible. This might be
a restriction for physicians who are used to traditional (re-
alistic) visualizations and real-life endoscopic images. In
contrast to that approach, the methods described in this ar-
ticle address the need for more photo-realistic, yet quanti-
tatively accurate visualization.

The structure of this article is as follows: initially, an
overview of the used 3D input device is given. Subse-
quently, we discuss what implications the internal structure
properties of the vasculature have for generating the vir-
tual geometric 3D model. Then, various exploration meth-
ods for virtual fly-throughs in real time are shown. Finally,
forthcoming challenges and future work are discussed.

3 Input Devices

Traditional desktop environments usually utilize only key-
board and 2D mouse for interaction. For steering in a 3D
scene, a 2D input device obviously has its limitations. To
address this limitation, an additional cordless USB input
device for navigational control is added to the desktop. For
the given application, a Logitech© WingMan® Cordless
Rumblepad™ was chosen as main 3D interaction device,
depicted in figure 1, since it features several buttons and
different analog joysticks facilitating very advanced steer-
ing capabilities.

The Rumblepad™ has 12 buttons and 9 axes. The six main
action buttons labeled A, B, C, X, Y, and Z are located on
the right side of the pad designed to be pressed using the
right thumb. Four front action buttons L1, L2, R1, and R2
are located on the front of the device, so that L1 and L2

Figure 1. The Logitech© WingMan® Cordless Rum-
blepad™ seen from the top.

Figure 2. Front view of the Logitech© WingMan® Cord-
less Rumblepad™.

can be accessed by the left index or middle finger, and R1
and R2 by the right index or middle finger [figure 2]. The
START button is the smallest button on the device and lo-
cated in the center of the device top. Of the detected axes
of the Rumblepad™, seven can be used for user input. The
device features one digital joystick (axes 5 and 6, eight po-
sitions) and two analog joysticks with four axes (axes 0 and
1 for left analog input and 3 and 4 for right analog input).
While the digital and analog joysticks register 2D input in x
and y direction, the analog slider/throttle, which is located
on the right front side of the pad above button R1, only
generates 1D data.

The implementation described in this paper focuses on the
two analog joysticks for directional input and for position-
ing and orienting the camera. The slider is used for speed
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control, while the front action buttons select the various
interaction modes. The number of buttons used in the im-
plementation is to be kept to a minimum, since the user
should be able to completely concentrate on inspecting the
vascular structure on screen without having to look at the
gamepad to find the right action button. Since the interac-
tion should be as easy and intuitive as possible and without
unnecessary distraction, the buttons on the top of the device
are not used with the exception of the Z button, which can
be easily reached by the right thumb. By pressing it, the
user can switch between the different navigational modes
that are available. Using the two analog inputs, a navigation
with six-degrees-of freedom (6dof) is achieved, enabling
realistic and unconstrained movement in the 3D space of a
virtual environment.

In a traditional desktop environment, navigation methods
provide the use of a 3-button mouse in the dominant hand,
allowing for 3D movement by means of common 2D in-
teraction methods for navigation in OpenGL. Several func-
tions can be activated with the non-dominant hand through
modifier keys. In contrast to keyboard and mouse, which
can be used simultaneously since they each allow one-
handed interaction, the gamepad needs to be used with two
hands due to its design, size, and weight. Since the Rum-
blepad™ features a sufficient number of controls, no other
input device is required for the navigation. Similar prop-
erties apply to other gamepads. Therefore, this approach
provides an easy to use bimanual camera navigation inter-
face which can not be realized to this extent by traditional
setups.

4 Fly-Through

In order to explore the internal structure of the vasculature,
the user needs to be able to fly through the vessel tree and
explore its interior anatomy in real time.

A heart of a pig was used as a test specimen. The heart
was extracted and scanned with a regular CT scanner at a
resolution of 0.6 mm resulting in a three dimensional vol-
ume. Using the commercial software tool Analyze1, the
geometry of the specimen was extracted based on a topol-
ogy preserving erosion process [16]. The tool generates
a list of points representing the center lines of the vessels
found in the 3D volume. In addition, radius information is
computed by the software at these points.

In a vascular tree, a segment can branch into several child
segments. In most cases, a segment has one or two chil-
dren; but three or even more child segments may occur
as well. Therefore, the topology of the vascular system
compares to a tree with several branches. Consequently,
one frustum may have more than just one successor in this
tree. When connecting subsequent frustums with the cur-
rent one at such a bifurcation point, these subsequent frus-

1http://www.analyzedirect.com/Analyze4.0/

tums share a common circle at their starting point. Since
the circles at the other end of these frustums are not identi-
cal, the frustums intersect each other so that the path inside
these frustums is occluded. Because of the short length
of the frustums there may be more than the two frustums
generated by the current bifurcation involved in these oc-
clusions. To completely avoid occlusions in the interior
path through the vessels, the overlapping areas of all these
intersecting cylinders are computed and then removed. In
addition, subsequent frustums can cut into preceding ones
at bifurcation points so that these intersections need to be
removed as well.

Evidently, a vast number of frustums need to be intersected
in order to compute all the crossing areas of the frustums
and remove the occlusions. Consequently, a fast algorithm
is required to determine these areas. For visualization pur-
poses, the frustums are represented in the geometry as tri-
angle strips. We can exploit this fact for the intersection
algorithm as well. Assuming that the frustums consist of
a bunch of triangles, the algorithm only needs to compute
the intersection between a few lines and triangles to get the
desired result. This approach has two advantages: first, it
results in a fast intersection algorithm and second, it avoids
cracks in the geometry.

Figure 3. A flight through a cardiovascular tree, left cir-
cumflex (LCX) coronary artery.

In figure 3 a screenshot of the dynamic fly-through simula-
tion is given. A non-realistic texture is used for the walls
of the vessels which has a rather complex pattern. It was
observed that a more detailed texture better reveals the lay-
out of the vascular tree structure and improves accuracy of
manual navigation. In analogy to the often used rectangular
grid in virtual 3D spaces, the textured vessel walls provide
the user with a valuable navigational aid. Navigation is ei-
ther automated by a smooth and guided traversal through
the tree on the center line of the vessels, or it can be set
so that the user has complete manual control over camera
position and orientation.
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4.1 Guided Mode

In the guided mode, the user can change the speed of the
camera as it advances through the vessels at all times and
even move backwards to further investigate a certain area.
The camera always stays close to the center line of the ves-
sel on a wall-collision-free path. The view point is set to
a fixed distance ahead on the center line so that the cam-
era smoothly follows each vessel segment or turns when
approaching a bifurcation. This results in a guided naviga-
tion.

Two different options are available at vessel bifurcations:
either the camera follows a pre-defined path or the user
picks the next path interactively. In the latter case, the cam-
era continues to move until a bifurcation is reached. There,
it stops and moves back and forth between the two or more
choices. When a new direction is chosen through user input
(button or key pressed), the fly-through continues follow-
ing the way closer to the current camera position. To avoid
unsteady camera navigation, the camera smoothly moves
back to the center of the vessel and then continues flying
further into the cardiovascular structure.

4.2 Manual Navigation

At any time during the guided fly-through, the user can
switch to manual navigation to interactively explore the
internal structure. In this mode, the 3D scene can be in-
spected by freely controlling the position and orientation
of the camera (eyeball-in-the-hand). The direction of the
camera movement can be changed independently from the
viewing direction, and it is in no way limited by 1D con-
straints through sliders or mouse movement as for exam-
ple in Nain et al. [5]. By using a gamepad like the Rum-
blepad™ we overcome the limitations of traditional input
devices with limited degrees of freedom.

In analogy to the movement of flying birds or swimming
fish, a metaphor similar to the one seen in first-person-
shooter computer games is incorporated to create an im-
mersive experience for flexible and effective exploration of
the interior of the vascular tree. This simulated flight ap-
proach is similar to the river metaphor described in [6].
The camera and viewpoint move while the object stays
fixed, thereby providing a driving experience which lets the
user drift in a given direction through the tubular structure,
where she or he can stop anywhere and move closer to in-
spect an object by changing the viewpoint to point towards
the region of interest.

Several input and navigation modes are imaginable. So far
three different navigation modes are implemented, which
allow smooth, continuous and unconstrained movement in
3D. These are (i) camera mode, (ii) viewpoint mode, and
(iii) mixed mode.

The camera mode lets the user control the location of the
camera, while the viewpoint stays at a fixed distance rela-
tively to the camera. The camera can be moved horizon-
tally, vertically, and back and forth from its current posi-
tion. Driving is controlled by the left analog joystick of the
gamepad. The y direction of the left stick controls accel-
eration and deceleration of forward and backward motion,
and the x direction moves the camera sideways. If the right
analog joystick is moved in y direction, the camera moves
vertically.

The viewpoint mode leaves the camera at a fixed position,
while the viewpoint, i.e. the location where the camera is
pointing at, can be moved sideways, up, or down. Thereby
pitch and yaw functionalities are given, while simulating
roll is not necessary in an endoscopic environment. To keep
this mode similar to the ’camera mode’, the x direction of
the left joystick again controls the horizontal movement,
comparable to moving the nose of an airplane sideways
(yaw), while the y direction of the right joystick controls
the vertical movement (pitch). This mode is particularly
useful for a closer inspection of a region of interest.

The mixed mode is a combination of the two previous
modes. The left analog joystick controls the camera move-
ment (sideways as well as up/down panning) and the right
analog joystick controls the viewpoint (pitch and yaw). The
camera always moves forward and backward in the view-
ing direction. The motion speed of the camera can be con-
trolled with a slider: at the leftmost position, the speed is
zero, at the rightmost position maximum speed is reached.
Buttons L1 and L2 let the user change the direction of
movement, where button L1 moves the camera forward,
while L2 changes to backward movement. This mode is
useful for quick navigation, while still being able to look
around.

Mode changes can be performed at all times by simply
pressing the front action buttons on the Rumblepad™. But-
ton R2 activates the camera mode and R1 the viewpoint
mode, while L1 and L2 jump to the mixed mode with the
camera moving in a forward or backward direction, respec-
tively. During the fly-through, collision with vascular walls
is prevented by observing a ’safety margin’: the camera is
not allowed to get closer to the outer wall than a fixed dis-
tance defined by a chosen threshold, which is set in such
a way that the view is always constrained to the interior of
the vessel.

4.3 Graphical User Interface

During navigation through the vasculature several instru-
ments are available to the user to read specific information
about objects contained in the data set. All these instru-
ments are positioned on the right side bar of the display as
can be seen in figure 3. The instrument at the top shows the
current radius of the vessel. The user can switch between a
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Figure 4. User interaction with the Logitech© WingMan®
Cordless Rumblepad™.

regular and a logarithmic scale that automatically adapts to
the minimum and maximum radii of a given data set. The
current radius is symbolized by a balloon which is inflated
and deflated according to the change in radius. Below the
radius, a goniometer displays the angle at the last bifurca-
tion. This angle indicates how much the consecutive vessel
segments deviate from a straight line. Besides geometrical
information, this angle can give a hint of the likelyhood for
the occurance of plaque deposits and calcifications at that
bifurcation.

Below the two instruments, statistical information is
shown, including the distance from the point of entry, and
the current speed of the camera during the fly-through. The
distance from the point of entry, for instance, would corre-
spond to how far the physician had inserted an endoscopic
device into the tubular structure. Also displayed are the
size of the cross-sectional area at the current camera po-
sition, the relative position inside the current segment be-
tween two bifurcation points, the total length of that seg-
ment, the volume of the segment, and the surface area de-
fined as the area of the vessel walls of that segment.

To ensure that the user does not get disoriented while flying
through and locally inspecting the inside of a massive vas-
cular tree, an overview map is displayed in the lower right
corner of the screen. This map provides global information
by showing the entire cardiovascular tree with the current
camera position marked by a yellow ring. The user can ro-
tate, zoom, or pan in this overview in the same way as in
the regular view. Therefore, the user is allowed to reposi-
tion the vascular tree in the window to get an optimal view
of the current position as indicated by the marker.

The marker itself follows exactly the camera movement.
This means that not only the camera position but also the
location the camera is pointing at are considered. This is
particularly helpful when the user is required to choose be-
tween two or more possible options at a bifurcation during

the guided mode. The marker then slowly alternates be-
tween the respective segments and always points towards
the vessel segment that would be followed if the user would
continue in that direction. Consequently, the user can al-
ways easily identify the branch that would be followed if
she or he would continue at that particular moment in time
when the marker is in the right position.

5 Conclusion and Future Work

In this article, various navigation methods embedded into
a visualization system for vascular trees were presented,
enabling interactive data exploration in real time. A fly-
through mode was described and implemented that dynam-
ically displays similar detail information about the vas-
cular system. Three intuitive navigation modes that en-
sure continuous smooth exploration of the internal vascular
structure were included in the system. The described sys-
tem employs a gamepad as a precise input device that has
proven to be much more useful in 3D environments than
conventional keyboard or mouse.

As a future extension to the existing visualization sys-
tem, the software will be ported to virtual environments.
For instance, an immersive workbench, such as Immer-
saDesk™ or Responsive Workbench, can be used to en-
able users to investigate and navigate the specimen in a
three-dimensional, stereoscopic display environment [17].
Such a virtual environment would facilitate the simulation
of computer-aided diagnoses similar to those obtained in
real-world surgery environments.

Since recent studies [18] have shown that training and ex-
ercise in common game navigation modes are beneficial
in the training of future surgeons, we are planning to con-
duct a user study to ascertain intuitive and realistic naviga-
tion modes for virtual exploration tasks of cardiovascular
data. This formal study will evaluate different navigation
modes and input devices for a comparison with traditional
real-world endoscopic navigation and investigate if the in-
tegration of force feedback functions, such as the rumble
capability of the gamepad, for collision detection further
enhances the realistic feel of the virtual simulation environ-
ment, especially when a virtual fly-through of a vesseltree
with simulated bloodflow is conducted.
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